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Abstract

In this paper we present a new neuroeconomics model for decision-making applied to the Attention-Deficit/Hyperactivity Disorder (ADHD). The model is based on the hypothesis that decision-making is dependent on the evaluation of expected rewards and risks assessed simultaneously in two decision spaces: the personal  (PDS) and the interpersonal emotional spaces (IDS). Motivation to act is triggered by necessities identified in PDS or IDS. The adequacy of an action in fulfilling a given necessity is assumed to be dependent on the expected reward and risk evaluated in the decision spaces. Conflict generated by expected reward and risk influences the easiness (cognitive effort) and the future perspective of the decision-making.  Finally, the willingness (not) to act is proposed to be a function of the expected reward (or risk), adequacy, easiness and future perspective.  The two most frequent clinical forms are ADHD hyperactive (AD/HDhyp) and ADHD inattentive (AD/HDdin). AD/HDhyp behavior is hypothesized to be a consequence of experiencing high rewarding expectancies for short periods of time, low risk evaluation, and  short future perspective for decision-making. AD/HDin is hypothesized to be a consequence of experiencing high rewarding expectancies for long periods of time, low risk evaluation, and long future perspective for decision-making.
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1. Introduction

Attention-Deficit/Hyperactivity Disorder (ADHD) is a heterogeneous group of behavioral disorders affecting around 10% of grade-school children (e.g., [9], [10], [51]). ADHD labels children who have in common some degree of inattentiveness, distractibility, impulsivity, hyperactivity, aggressiveness and learning problems. The American Psychiatric Association [3] distinguishes now those who are predominantly inattentive (AD/HDin), or predominantly hyperactive-impulsive (AD/HDhyp), from a combined type (AD/HDcom). The literature on ADHD has consistently documented that a substantial number of children with ADHD have also learning disabilities (LDs), such as reading and arithmetic difficulties [36], [37]. However, the American Psychiatric Association clearly separates ADHD and LD [3]. 

Convergent data from neuroimaging, neuropsychological, genetics and neurochemical studies have generally implicated fronto-striatal network abnormalities as the likely cause of ADHD [11], [40], [43], [45],[47]. Many fMRI studies have focused on Dorsal-Lateral-Prefrontal Cortex (DLPFC) and Ventral Lateral Prefrontal Cortex (VLPFC), because these regions are thought to support vigilance, selective and divided attention, attention shifting, planning, inhibitory control and working memory [11], [42], [43], the executive functions that are assumed to be dysfunctional in ADHD. Dorsal Anterior Cingulate Cortex (dACC) maintains strong connections with DLPFC, parietal cortex and striatum. The dACC is believed to play critical roles in complex and effortful cognitive processing, because it is involved in conflict solving [10], [28], [33] and to modulate reward-based decision making [11]. The caudate and putamen are components in a number of discrete, distributed circuits that support many executive functions and have been shown to be abnormal in ADHD. These abnormalities are correlated with dopamine reuptake dysfunctions (e.g., [11], [18]).

The similarities between symptoms characterizing ADHD and those of some patients with neurological disorders led to hypothesis that ADHD is a brain disorder affecting the prefrontal cortex that results into abnormal executive functions (e.g., [28],[42], [45], [46], [47], [51]). Currently, there are five models of ADHD: 

1) Behavioral Inhibition/Activation model: assumes the ADHD children to have an under-responsive Behavioral Inhibitory System (BIS) and an overactive Behavioral Approach System (BAS). A high reactive BAS would respond to minimal environmental incentives, resulting in a great number of exploratory and approach behaviors, and in a high tendency to present positive affective states (curiosity, desire, hope, euphoria, or excitation). BIS is responsible for behavioral stop and reallocation of attention in response to aversive or novel stimuli, it is correlated with the septo-hippocampal area and its connections to the frontal cortex and it is supported by serotonin;

2) Energetic model: draws attention to the fact that ADHD has effects at three levels, that is, the cognitive level such as response output; energetic level such as activation, and at the executive level, such as effort and control.

3) Executive model: correlates ADHD with executive function deficits, such as response inhibition, working memory, planning and set shift, etc.;

4) Delay aversion model: is supported by research showing that ADHD children are unwilling to delay their need for gratification. Given the choice between a small immediate reward and a large delayed reward, they chose a small immediate reward when this led to shorter total task duration;

5) Inhibition model: attributes all deficits in ADHD children to a failure of inhibitory control. Thus this model places inhibition above all other executive functions.  

There is a general agreement that ADHD is associated with a dysfunctional dopaminergic system (e.g., [45], [46], [49]) mostly due to genetic influences, but also modulated by environmental conditions [49]. Dopamine (DA) exerts a strong regulatory effect upon cortical pyramidal neuronal activity. These neurons exhibit bistable membrane potentials alternating between periodical and continuously firing, and DA is one of the neuromodulators influencing the type of neuronal activity exhibited by the cortical pyramidal neuron [35], [42]. The DA receptor DRD4 is highly expressed in the frontal cortex, amygdala, hippocampus, hypothalamus and the mesencephalon. There is a strong correlation between ADHD and the subsensitive DRD4 of the 7-repeat allele of the DRD4 gene [45], [49]. In addition,  the plasma membrane DA transporter (DAT1) provides major regulation of synaptic and extrasynaptic levels of DA and it is a principal target of psychostimulant drugs. The 10-repeat allele of the DAT1 gene may be associated with increased DA reuptake in ADHD [42], [49].

The 5HT system is rarely associated with ADHD. However, it is fundamental to the understanding of the risk assessment systems [19], [22] and impulsiveness [12],[24], [31], [51]. ADHD impulsiveness is associated with risk taking. In general, the ADHD children are not much aware of the risk involved in their choices. Recently the dysfunction of the serotonin transporter (5HT) was related to impulsive and aggressive behavior in children, and thus hypothesized as a causal factor in ADHD [20], [51]. In addition, recent studies relating the 5-HTT genetics to ADHD reported significant evidence for the involvement of this gene and the etiology of ADHD [20], [51]. The effects of acutely reducing levels of 5-HT in the brain through tryptophan depletion on tests of impulsivity and behavioral disinhibition [31] suggest that decreasing 5-HT does not necessarily increase impulsive choice per se, but does alter decision-making based on changes in the value of reward and rewarding stimuli [51]. Finally, it has been shown that 5-HT acts through several 5-HT receptors in the brain to modulate DA neurons in all 3 major dopaminergic pathways.  All these data indicate a complex role of 5-HT in ADHD.
Neuroeconomics combines economic and neurosciences tools and theories to better understand decision making. For instance, neuroeconomics is showing that human decision makers seem to be torn between the impulse for immediate reward and the awareness that reward maximization is in general achieved in the long run [7],[26], [27]. Rationality entails treating each moment of delay equally, thereby discounting the expected reward according to an exponential function, while impulsive preference is indicative of disproportionate valuation of rewards available in the immediate future. In this theoretical framework, ADHD delay aversion and reward discounting in normal individuals may be modeled in the same way, such that differences between normal and ADHD children could be more quantitative than qualitative. In addition, neuroeconomics offers a new framework to understand and to model the so called executive functions. 

The purpose of the present paper is to propose a neuroeconomic model for decision-making taking into consideration that the expected reward and risk in making a decision are dependent on the dynamics of the dopamine (DA) and 5HT systems.  The model allows executive functions to be clearly defined in the framework of neuroeconomic theory, and it exhibits many ADHD features if the above discussed DA and 5HT dysfunctions are simulated. Most important, the model integrates the above 5 ADHD theories into only one theoretical framework.

The present paper is organized as follows. Section 2 details the model proposed to explain decision making. It introduces the main concepts required to develop the model and provides information about the models’ relationship with the biology involved in the process. Section 3 illustrates the model discussing a hypothetical scenario for decision making on eating behavior. Section 4 correlates the proposed model with the current theories about ADHD. In this section the hypotheses proposed to explain ADHD according to the model are presented. Section 5 describes the simulations that characterize normal, AD/HDhyp and AD/HDin behaviors according to the model. It also presents simulations concerning action mode of psychostimulant  drugs according to the model. Finally, section 6 discusses our model and results, concluding that our model contemplates all the current ADHD theories in a single theoretical framework and it constitutes a completely new proposition about decision-making modeling in the field of neuroeconomics.

2.The model

Emotion is an important component of modeling decision-making in neuroeconomics [7],[13],[14],[15],[25],[27],[29],[34],[38],[41],[48]. Here, we propose that decision of acting (or approaching) or not-acting (or withdraw) takes place in a tri-dimensional space where benefits and costs are evaluated, respectively, as the expected reward and the calculated risk of acting. Table I summarizes the notation and definition of all variables and parameters of the proposed model, as well as correlates these variables, parameters and concepts with the correspondent concepts in the economic theory and neurosciences. The supporting literature is also provided.

Table I – here

2.1 The Emotional Decision Space (EDS)

Let be considered a tri-dimensional Emotional Decision Space (EDS) to be constituted by the following systems (Fig. 1):

1) Rewarding system: it corresponds to the Liking System proposed by Berridge [8] and it is in charge of evaluating the expected reward of motivated actions. Recent neurophysiological studies reveal that dopamine (DA) neurons carry specific signals about past and future rewards [1], [3], [10],[14],[29], [32], [38]. DA neurons are located in their majority in the ventroanterior midbrain (substantia nigra and ventral tegmental area), and their axons reach the striatum (caudate nucleus and putamen), ventral striatum including nucleus accumbens, and most areas of neocortex including, prominently, the prefrontal cortex. DA neurons display a short-latency reward detection indicating the difference between actual and predicted rewards.
2) Risk taking system: it corresponds to the Fear-Panic system as described e.g. by Graef [19] and Ledoux [26], and it is in charge of assessing the estimated risk to implement motivated actions. Experimental evidence has shown that genetic variations in the serotonergic system contribute to individual differences in personality traits germane to impulse control [12],[31] and links serotonin to impulsivity, perhaps due to low risk evaluation, and to hostility, perhaps due to reduced fear reaction [19]. Axons from the medial reticular nucleus (MRN) arise from 5-HT containing cell bodies located in the rostral midbrain and terminate primarily in limbic (amygdalohippocampal) and prefrontal cortical structures. The dorsal reticular nucleus (DRN) sends smaller, more diffuse axonal projections to the prefrontal cortex, basal ganglia, thalamus, paraventricular and arcuate nuclei, periaqueductal grey (PAG), locus coeruleus (LC), and substantia nigra [19]. The DRN also possesses stimulatory amygdaloid projections. The central nucleus of the amygdala is clearly involved in fear and perhaps less so in anxiety [19], [26]. 
3) Approaching-Withdrawing system: it corresponds to the Seeking-Avoiding system proposed by Panksepp [30] and it is responsible for the decision to be made. The Seeking-Avoiding neurodynamic sequences in the frontal-basal ganglia - thalamocortical circuit interface continuously with other neural activities. When positive outcomes (sensory pleasures as evaluated by the reward system) emerge for a behavior, motor sequences that were stimulated by the presence of rewards and reward-related stimuli become linked to the Seeking sequences. In contrast, when negative outcomes (sensory displeasures as evaluated by the risk system) emerge for a behavior, avoiding sequences are activated by the presence of risk or risk-related stimuli [1]. This forms a tight linkage between external stimulus configurations and the Seeking-Avoiding urge, where external environmental configurations gain the ability to activate Seeking-Avoiding sequences, acquiring incentive motivational value [30].
Figure 1 - here

2.2 Willingness to act

The willingness 
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In addition, 
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Two aspects of future thinking influences decision making [17]: the first concerns how steeply rewards are devalued as their delivery is pushed into the future, a phenomenon known as temporal discounting, while the second concerns the perceived dimensions of future time, sometimes labeled ‘future time perspective’. Although these two aspects of future thinking seem similar, they are not equivalent. Future time perspective measures a spontaneously chosen time horizon, which would not necessarily affect the way a person evaluates an event at a specific time in the future when explicitly cued to do so. Similarly, the rate at which reward decays across a specified delay may differ across individuals, even if they have a similar future time perspective [17]. 
Here, the possible time allocation (or future perspective) 
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Figure 2 – here

Here we assume that the processes described by the equations in figure 2 are those known as executive functions.
2.3. The Personal and Interpersonal Decision Spaces

Social behavior is the hallmark of human kind [15],[16],[29],[34]. Because of this, expected rewards and risks of any human action are evaluated in two different decision spaces, named the Personal (PDS) and Interpersonal (IDS) decision spaces, respectively. On the one hand, PDS is devoted to recognize personal necessities and motivations, as well as to evaluate the expected and actual personal benefits and risks (costs) in implementing any motivated action 
[image: image32.wmf]i
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. On the other hand, IDS is devoted to recognize interpersonal or group necessities and motivations, as well as to evaluate the expected and actual social benefits and risks (costs) in implementing any motivated action 
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For instance, the necessity for food identified in PDS triggers both personal motivated actions in PDS for eat and interpersonal motivated actions in IDS about how to behave at the table, in a restaurant, etc. But a necessity for food may also be detected at IDS and trigger necessity and motivated actions for getting food for a group of people and to trigger motivated personal actions in PDS to involve the individual with these collective actions. Another possibility is that of motivated actions to eat being triggered as a social event in IDS.  

Motivated actions programmed in PDS and IDS may conflict even if triggered by the same motivation. For instance, personal motivated actions to eat are constrained by social rules of how to behave in public while eating. 

Figure 3 - here

To reduce personal and interpersonal costs and to increase personal and interpersonal benefits are important motivations for living togheter. Therefore, it is proposed here that the acceptance 
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, taking into account expected PDS and IDS rewards and risks, are calculated by equations 10 and 11 in figure 3, where:

a) 
[image: image37.wmf])

(

t

PDS

a

i

c

is the estimated personal risk (or cost) to implement to 
[image: image38.wmf]i

a

;

b) 
[image: image39.wmf])

(

t

IDS

a

i

l

is the expected social benefit (or reward) to implement to 
[image: image40.wmf]i

a

;

c) 
[image: image41.wmf])

(

t

IDS

a

i

c

is the estimated social punishment (or cost) to implement 
[image: image42.wmf]i

a

; 

d) 
[image: image43.wmf])

(

t

PDS

a

i

l

is the estimated personal benefit (or reward)  to implement 
[image: image44.wmf]i

a

, and

e) and 
[image: image45.wmf]p

l

w

w

 

,

 are risk intolerance factors.
Here: 

a) acceptance means considering an action satisfactory while social benefits are higher than personal costs. As defined in equation 3, it tends to 1 when 
[image: image46.wmf])

(

)

(

t

t

PDS

a

IDS

a

i

i

c

l

>>

. Conversely, 
[image: image47.wmf]0

)

(

®

t

i

a

a

 when 
[image: image48.wmf])

(

)

(

t

t

IDS

a

PDS

a

i

i

l

c

>>

. In addition, 
[image: image49.wmf]1

)

(

®

t

i

a

a

 when 
[image: image50.wmf]0

®

l

w

.

b) compliance means to act according to a set of rules socially imposed. As defined in equation 3, it tends to 1 when 
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, that is when social punishment for transgressing the rule is much higher than the expected personal benefit. Conversely, 
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 are parameters to accommodate either individual differences (e.g., due to difference on personality traits) or cultural influences upon 
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In this context, the fairness or adequacy 
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The decision-making illustrated in figure 3 is considered here an evolution of that formalized in figure 2. It may be supposed that this evolution allowed animals to profit more from living in groups, and reached full development in humans. In this line of reasoning, it may be proposed that PDS is evolutionarily older than IDS and from the ontogenetic point of view it is organized before IDS. As a matter of fact, PDS development is very dependent on group interaction at school and the learning of their social rules.
From the above we may assume the processes described by the equations in figure 3 as an evolution of the executive functions formalized in figure 2.

2.4 Motivated behavior

Necessities 
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 are identified in PDS and IDS based on information provided by sensory systems or stored in memory. Necessities are concrete and about things required to keeping the individual alive: e.g. food to keep the body functioning; or abstract and about pieces of information required by a given reasoning: e.g., to model ADHD. 
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Figure 4 – here
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2.5 Alternative actions
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 costs of opportunity (as calculated in equations 18 to 21 in figure 4), instead of  plain benefits and costs (as calculated in equations 1 and 2), to be taken into consideration for decision making about what action to implement. This is because the implementation of a less profitable action increases the relative cost of satisfying 
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The reasoning described in figure 5 is an evolution of that formalized in figure 4, because it implement a conditional decision about alternative ways of satisfying one (
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of opportunity.
2.6 Monitoring, evaluating and learning

The implemented action 
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The purpose of implementing 
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3. Illustrating the model with a hypothetical example

Let the decision of eating be discussed. Low level of glucose (or other nutrient) triggers hunger sensation that motivates eating. Such a necessity for restoring nutrients is detected at the personal decision space (PDS) and has to trigger actions to obtain the required goods (food) that contain those nutrients. Motivation maps necessities into adequate actions that fulfill them. For instance, eating implies in deciding at least about “What” but may implies also “When”, “Where”, etc. The costs and benefits of eating are calculated by PDS and used to compute the willingness to eat for each of these possible actions. The conflict generated by comparing cost and benefits determines the cognitive effort and influences the time allocation for decision-making, and therefore it modulates the willingness of each eating action. These initial calculations allow the individual to select the set of the best eating actions.

However, eating may also imply in social interaction: to eat alone or with company; eating with X with the purpose of W; etc. In this case, the necessity to eat detected at the PDS motivates actions that have also to be evaluated at the interpersonal decision space (IDS). The cost and benefits of inviting someone to eat are calculated at IDS and have to be taken into consideration. For instance, I may wish to eat X with person Y but Y may dislike X. This conflict determines the level of cognitive effort (easiness) for deciding and constrains my future perspective about eating. This implies that the initial personal decision of “What”, “Where”, etc. to eat has now to be adjusted to the knowledge stored in the IDS about the preferences (benefits and costs) of the companion under consideration. As a consequence, the acceptance, compliance and adequacy of each of the initially selected eating actions have to be computed taking into consideration cost and benefits evaluated at both PDS and IDS. The conflict generated by the degree of acceptance and compliance of each eating action determines the cognitive effort and influences the time allocation for decision-making, therefore it modulates the willingness of each eating action and the chosen partner. These calculations reorder and reduce the initial set of best eating actions, setting the stage for the comparison of the remaining possible options eating/partner.

Finally, costs and benefits of opportunity are calculated for the remaining eating actions and partners, and used to compute the willingness of each eating action/partner considering the other options. These calculations reorder and reduce the above set of eating/partner options to the set of most profitable course of actions.

From such a point of view, planning may involve up to three distinct levels of complexity. The simplest one implies a very selfish decision making, requiring calculations to be performed only at PDS. The second one implies a cooperative decision making, taking into consideration social issues and requiring calculations to involve both PDS and IDS. The most complex planning implies to evaluate the adequacy of possible alternative course of actions, taking into account costs and benefits of opportunity in order to privilege one course action over the others.

Decision making implies a choice in one of the above decision sets: the set of best eating actions; or the set of options eating/partner, or the set of best course of actions. Different heuristic or strategies may be used to make the choice. The most intuitive one is the winner takes it all that implies to make all calculates and to pick the best solution up. Another common used strategy is to make the easiest choice that implies to privilege low cognitive effort by increasing 
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in equation 4, 14 or the equivalent when costs and benefits of opportunity are taken into consideration. A third possible common strategy is to make the fastest choice that implies to reduce the future perspective by increasing
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in equation 5, 15 or the equivalent when costs and benefits of opportunity are taken into consideration. Different types of heuristics taking social issues into consideration may be constructed by handling 
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and/or 
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 in equation 10 or the equivalent when costs and benefits of opportunity are taken into consideration.

Once a decision is made about what, where, with whom … etc. to eat, each step of the planned course of action has to be monitored comparing outcomes and the planned goals. Is the food as expected? Is conversation pleasant? … or fruitful? If disagreement between expected and actual benefits and costs is small plans are maintained and expectancies adjusted, but whenever necessary, action corrections have to be made that implies recalculating action adequacy considering the actual outcomes and goals to be achieved. Is it necessary to consider another eating option? … What is the partner’s opinion about eating plan modification? … etc. The tolerance for disagreements between outcomes and planned goals is dependent on the values of 
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and 
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 in equations 30 and 31 and guides conservative or non-conservative monitoring strategies. In the first case preference is given for adjusting expectancies, while in the second case preference is given for planning adjustment.

The evaluation of the efficacy of the chosen eating course of action in attaining the planned goals is used to guide learning that is understood here as the adjustment of the individual beliefs about the actions implemented to fulfill a necessity.  As discussed above, these beliefs are defined here as the values of 
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in equations 1 and 2. Expected benefits are increased and expected risks are decreased for successful actions, while corrections are in the opposite direction for unsuccessful actions. Although the monitoring adjustments are influential upon learning, what is learned is mostly dependent on the value of
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 in equations 34 and 35. High values of 
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increases belief stability making the individual to behave in traditional way, while low values of 
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increases the belief instability turning the individual more creative.

4. Hypotheses

As mentioned above, currently, there are five models to explain ADHD (e.g., [28], 42], [45], [46], [47], [51]). Here we correlate our model to each of them:

a) Behavioral Inhibition/Activation model: as noted above, our model incorporates most of Gray’s [21] reinforcement sensitivity theory, which is based on the existence of three independent and interacting emotional systems that underlie motivated behavior; the behavioral approach system (BAS), the behavioral inhibition system (BIS) and the fight–flight-freezing system (FFFS). Sensitivity theory motivated both the construction of our three-dimensional decision space and the proposal that willingness to act (approaching/avoiding) is dependent on both benefit and risk evaluations, as described by equations 1 and 2.

b) Energetic model: the values of 
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 in equations 2 and 3 were assumed here to be directly proportional to the resources 
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c) Executive model: executive function such as planning, decision making, etc. are modeled here by equations 3 to 18b. 

d) Delay aversion model: the maximum time 
[image: image266.wmf]i

a

DT

 for deciding about 
[image: image267.wmf]i

a

 is calculated here as
[image: image268.wmf]0

)

(

|

=

=

t

T

t

DT

i

i

a

a

 and defines delay aversion tolerance.

e) Inhibition model: we equated inhibition control to conditional decision-making (equations 22 and 26) behavior 
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 over 
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depending on the cost and benefit of opportunity calculated by equations 18 to 21.

In this context, we may hypothesize that, as compared with normal children:

H1. AD/HDhyp  behavior is a consequence of experiencing:
a. higher rewarding expectancies 
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b. lower risk evaluation 
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 in equation  1, and 
c. shorter future perspective 
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 in equations 5 and 15 
H2. AD/HDin is a consequence of experiencing:

d. higher rewarding expectancies 
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e. lower risk evaluation 
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 in equation  1 and 
f. future perspective 
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From H1 and H2, it should be expected that:

H3. The modified values of 
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are due to the genetics of AD/HD, and

H4. The modified values of 
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are dependent on the AD/HD (energetic) resources 
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H5. Inhibitory control as characterized by the decision process described in figure 4 is less efficient in AD/HD because low risk evaluation and high benefit expectations compromise calculatons of costs and benefits of opportunit.

Psychostimulant drugs amphetamine and methylphenidate reduce impulsive decision making. In addition, impulsive choice is reduced by blockade of the dopamine reuptake carrier with GBR 12909, but not by noradrenaline reuptake blockade with desipramine. The dopamine D1 receptor antagonist SCH-23390 increased impulsivity, whereas the dopamine D2 receptor antagonist eticlopride had no effect [14]. These data indicate that impulsive decision making critically depends on dopamine neurotransmission and are consistent with the hypothesis that methylphenidate inhibits dopamine transporter, reducing DA reuptake. 

In this context we may propose:

H6. The dopamine transporter inhibition may be simulated in the present model by decreasing 
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 in equation 2. This decreases the discounting of the expected benefit. 

H7. The actual value of 
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is inversely dependent on DA levels at the frontal lobe [5], [14], [31].
5. Testing the plausibility of the hypotheses
We carried out three different simulations to study normal, AD/HDhyp and AD/HDin behaviors. The parameters shown in table II were used to calculate 
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(see figure 7) for  two different actions 
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assumed to be alternative solutions for 
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Figure 7
Table II

4.1. Normal (or reference) behavior

The parameters shown in table II-normal were chosen to characterize 
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The results of the simulation shown in figure 7-normal show that both 
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 is reversed at time around t = 25, showing that this inhibitory control is not absolute. 

The above simulation is taken here as a reference (normal) behavior because impulsiveness and inattention are the main characteristics of AD/HDhyp and of AD/HDin, respectively [3]. According to our hypothesis H5 these characteristics are associated with a miscalculation of 
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4.2. AD/HDhyp behavior

The parameters shown in table II-AD/HDhyp were used to test the hypothesis H1. The results of the simulation shown in figure 7-AD/HDhyp show that both 
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4.3. AD/HDin behavior

The parameters shown in table II-AD/HDin were used to test the hypothesis H2. The results of the simulation shown in figure 7-AD/HDin show that both 
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 enjoy acceptance higher than compliance during almost the entire simulation period. The consequence is that adequateness is also maintained high for both actions, and both 
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4.4. Psychostimulant action

We simulated a 50% reuptake blockade in AD/HDhyp by reducing the values of 
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from 0.80 to 0.63, restoring AD/HDhyp inhibitory control to levels similar to that obtained above for normal people. Alternatively we also increased 
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from 0.80 to 0.52, restoring again AD/HDhyp inhibitory control to levels similar to that obtained above for normal people.

Methylphenidate action upon AD/HDin was also simulated by reducing
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from 0.32 to 0.54, also restoring AD/HDin inhibitory control to levels similar to that obtained above for normal people. If inhibitory control dysfunction causes impulsivity then the present simulations mimic the above experimental results [14]. Alternatively we also increased 
[image: image391.wmf]i

a

d

from 0.1 to 0.2 and 
[image: image392.wmf]j

a

d

from 0.2 to 0.25 and increased 
[image: image393.wmf]2

w

to maintain 
[image: image394.wmf]i

a

DT

and
[image: image395.wmf]j

a

DT

equal to 50 time units. This changed 
[image: image396.wmf]j

i

a

a

p

|

from 0.89 to 0.97 and 
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from 0.14 to 0.60, restoring again AD/HDin inhibitory control to levels similar to that obtained above for normal people.

These results are in accordance with hypotheses H5 and H6

6. Discussion
Two distinct neural systems are proposed to deal with rewards and risks (e.g,  [19], [26], [30]). Necessities 
[image: image398.wmf]h

 trigger motivations 
[image: image399.wmf]J

  to implement actions 
[image: image400.emf]a

i

 that are expected to fulfill 
[image: image401.wmf]h

  with some expected reward 
[image: image402.wmf](

)

t

i

a

l

and risk or cost
[image: image403.wmf](

)

t

i

a

c

 calculated by these two different and independent neural circuits. A neuroeconomic decision-making model is presented here that fully developed these ideas. We proposed that humans:

1) make two distinct cost and benefit evaluation considering the Personal (PDS) and Interpersonal (IDS) Emotional Decision Spaces; 

2) use these evaluations to calculate the acceptance 
[image: image404.wmf](

)

t

a

i

a

, compliance 
[image: image405.wmf](

)

t

i

a

x

 and adequacy 
[image: image406.wmf](

)

t

i

a

j

of implementing an action 
[image: image407.wmf]i

a

; 

3) make a cognitive effort 
[image: image408.wmf](

)

t

e

i

a

 for deciding about 
[image: image409.wmf]i

a

 that is dependent on the conflict 
[image: image410.wmf](

)

t

c

i

a

 generated by 
[image: image411.wmf](

)

t

i

a

x

 and 
[image: image412.wmf](

)

t

a

i

a

, and

4) allow a time 
[image: image413.wmf](

)

t

T

i

a

 for deciding about 
[image: image414.wmf]i

a

that is also dependent on 
[image: image415.wmf](

)

t

c

i

a

, 

such that 

5) the willingness of 
[image: image416.wmf](

)

t

i

a

m

 of  implementing 
[image: image417.wmf]i

a

is determined by 
[image: image418.wmf](

)

t

a

i

a

,
[image: image419.wmf](

)

t

i

a

j

,
[image: image420.wmf](

)

t

e

i

a

 and
[image: image421.wmf](

)

t

T

i

a

.

The present model constitute, as far as we know, a completely new proposition in the field of neuroeconomics and the first one to include most of the recent findings provided by neurosciences about the reward and fear systems ([5], [8], [10], [14],[16],[26],[29],[32],[33]), as well as about self and social cognition ([15], [16], [29], [34], [41],[45]). It also provides a new approach to define and to formalize the so-called executive functions [4];[23];[39]. 

Baddeley and Hitch [4] proposed a working memory system composed by 3 components: the phonological loop for verbal-acoustic material storage and manipulation; the visuospatial sketchpad for visual material storage and manipulation, and the central executive module for attention control. Later, a fourth component was added: the episodic buffer mainly concerned with the storage of information from a number of different sources into chunks or episodes. Recently, Ruchkin et al [39] proposed that there is no reason to posit specialized neural systems whose functions are limited to short-term storage buffers. They proposed that the executive module may act as an attentional pointer system for maintaining activation in the appropriate posterior processing systems in order to consolidate or recall episodic information. Other functions have been assigned to the executive module: selective and divided attention, attention shifting, planning, inhibitory control, etc. [11], [45], [50]. Here, we propose that our model may provide a useful formalization of the executive functions. 

Necessities triggers motivations to act that also guide attention. In this line of reasoning, cost and benefits calculated at PDS and/or IDS used to calculate the willingness to act, are also influential over attention control. As a matter of fact, we may propose that the degree of attention to action allocated to 
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In this theoretical framework, the attention is triggered by necessities identified either in PDS or IDS and it is dependent on 
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.  Divided attention required scanning and monitoring alternative solutions
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 because it is influenced by costs and benefits of opportunity.

In this context, the actual theories about AD/HD [28], 42], [45], [46], [47], [51] are easily accounted for by our model as discussed above, and the main characteristics of both AD/HDhyp and AD/HDin were reproduced by modifying reward and risk parameters that were proposed here to be correlated with the physiopathology of the DA and 5HT circuits in AD/HD. Our simulations showed that the different behavioral patterns related to AD/HD disorders might be a consequence of a dysfunctional evaluation of action costs and benefits. Moreover, the agreement between our simulations and the clinical effects of methylphenidate on AD/HD reinforces these propositions.

The present model proposes that the attention deficits experienced by AD/HD people have a start on a dysfunctional risk evaluation at both personal and interpersonal level, and a dysfunctional cost and benefit discounting. These difficulties result into different calculations of  
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 that may explain why by AD/HD people behave differently from normal individuals. The model also proposes that AD/HD people future perspective is reduced, explaining delay aversion and maybe impulsivity of AD/HD people.

Our model allows for reasoning with different degrees of complexity, ranging from a very simple selfish decision-making process guided by costs and benefits calculated in IDS to a very complex comparative evaluation of the adequacy of a set of alternative solutions for 
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. The complexity of this later type of reasoning is mostly determined by the number of alternative solutions being considered. It is well established now that working memory has a limited capacity that retrains this number to 
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alternative actions. We also proposed that reasoning complexity increases with phylogeny and ontogeny. AD/HD people experiences behavioral and thinking modifications with age that are supposed to be dependent on maturation of the frontal circuits. Here, we may suppose that such ontogenetic transformations are associated with the development of PDS that is considered to begin to be constructed from the early school years on, and with the development of the capability of handling costs and benefits of opportunity. From such a point of view, education plays an important role in improving the behavior of AD/HD people, besides clinical and psychological interventions.

Above all, the present model provides a rich theoretical framework to understand why Attention-Deficit/Hyperactivity Disorder (ADHD) is a heterogeneous group of behavioral disorders [3], because it stresses that  normal or abnormal decision-making involves a set of complex operations, widely distributed in brain and handling a large set of variables. All of this set the stage for very personalized ways of reasoning which distinguishes each one of us and increases human diversity. 

Once it is accepted that our model provides a unifying theory for ADHD, the next step is to design experiments that allow us to estimate the real values of the parameters used in our simulations (see table II), in order to test the veracity of our propositions. These experiments must require normal and ADHD people to make decisions about equal possible alternative actions as a solution for specified problems. In such conditions, decision-making has to depend on benefits and cost of opportunity, and the experiments will provide information about the efficacy of an inhibitory control taking into consideration the estimation of 
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. Standard tests available in the ADHD literature have to be used to identify the normal and ADHD populations to be studied. 
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Figure 1. Emotion Decision Space along with its physiological mechanism, anatomical substrate and formal modeling. 
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Figure 2. Calculating the intention of implementing or not 
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Figure 3 - Calculating the adequacy of action
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Figure 4 - Motivated behavior. 
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Figure 5 – Monitoring 

The inserted graphic display the behavior of the monitoring functions 
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Figure 6 – Evaluating and learning. See text for further information.
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Figure 7 – Simulated Normal, AD/HDHyp and AD/HDin behaviors.

Parameters for simulations are shown in table II. See text for further discussion.

Table I. Parameter names, economics and neurosciences meaning and sources

	Parameter
	Name
	Economics
	Neurosciences
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	Opportunity cost
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	Temporal discounting
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	[2],[44]  
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	Emotional Decision Space

(Tridimensional decision space where the willingness to act is calculated taking into consideration risks and benefits)
	Theory of Moral Sentiments and Theories of Social Preferences
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	[8],[15],[16],[19], [26], [30], [46]
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(Takes into account the personal risk and benefits for decision making)
	Sentiments and Theories of Social Preferences
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	Interpersonal Decision Space
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(Measures the relationship between individual costs and social benefits)
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	Compliance

(Measures the relationship between individual benefits and social costs)
	Theory of Moral Sentiments and Theories of Social Preferences
	Orbital Frontal Cortex and Medial Frontal Cortex
	[8],[14],[15],[38, [46]
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	Adequacy

(Measures the relationship between compliance and acceptance)
	Theory of Moral Sentiments and Theories of Social Preferences
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	[8],[14],[15],[38], [46]

	
[image: image501.wmf]i

a

h

,


[image: image502.wmf]j

i

a

a

|

h


	Necessities

(Concrete (e.g. goods) or abstract (e.g. information) requirements for homeostasis maintenance)
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	Orbital Frontal Cortex
	[29], [44]
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	Motivation

(Maps necessity to actions that possibly fulfill it by producing adequate goods or services)
	*
	Orbital Frontal Cortex and Medial Frontal Cortex
	[29], [44]
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	Outcome benefit


	*
	Prefrontal Cortex, Anterior Syngulate Cortex and Insula
	[32], [33], [53], [47]
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	Incurred risk
	*
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	[32], [33], [48] 
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	Action outcome
	*
	Prefrontal Cortex, Anterior Cingulate Cortex and Insula
	[10],[32], [33], [48]

	* To the best of our knowledge, there is no similar concept in the economic theory


Table II – Parameters used in the simulations
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